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ABSTRACT  
 
Algorithmic trading, also known as quantitative trading, plays a significant role in the finance and 
technology industries. Replacing some analytical methods used by stock market investors for 
buying and selling transactions, algorithmic trading benefits from advancements in machine 
learning and deep learning, leveraging the ability of deep learning methods to extract meaning 
from complex data. In this study, an ensemble learning framework was combined with 
reinforcement learning to enhance decision-making accuracy and optimize trading strategies in 
dynamic financial environments. The trained reinforcement learning agent was tested on the 2011 
data of the Standard & Poor’s 500 (GSPC) index, achieving a net profit of $2,258.27. In the proposed 
structure, a Long Short-Term Memory (LSTM) agent processed time-series data, while a 
Convolutional Neural Network (CNN) agent used an image created from this data as input. The 
predictions obtained from these inputs were combined, and the final result was derived from a 
Deep Q Network (DQN) model, forming the ensemble learning structure. The results show that 
predictions made using the ensemble learning method generated higher profits than individual 
predictions by the agents and methods in similar studies in the literature. 

Hisse Senedi Ticareti İçin Derin Takviyeli Topluluk 
Öğrenme Tabanlı Bir Yaklaşım 
 
ÖZ  
Finans ve teknoloji endüstrisi için algoritmik ticaret, bir diğer adıyla kantitatif ticaret önemli bir 
role sahiptir. Borsa yatırımcılarının alım ve satım işlemlerinde kullandığı bazı analiz yöntemlerinin 
yerini dolduran algoritmik ticaret, makine öğrenmesi ve derin öğrenme alanında yaşanan 
gelişmeler ile derin öğrenme yöntemlerinin karmaşık verilerden anlam çıkarma yeteneğinden 
faydalanmaktadır. Bu çalışmada, topluluk öğrenme çerçevesi, dinamik finansal ortamlarda karar 
verme doğruluğunu artırmak ve ticaret stratejilerini optimize etmek için takviyeli öğrenme ile 
birleştirilmiştir. Eğitimi yapılan pekiştirmeli öğrenme aracısı , Standard & Poor’s 500 (GSPC) 
endeksinin 2011 yılına ait verisi üzerinde test edilerek 2258,27 dolar gibi bir kar oranı elde 
etmiştir. Önerilen yapıda bir Uzun Kısa Süreli Bellek (LSTM) aracısı zaman serisi verilerini, 
Konvolüsyonel Sinir Ağı (CNN) aracısı ise bu verilerle oluşturulan bir görüntüyü girdi olarak 
almıştır ve bu girdilerle elde edilen tahminler birleştirilerek Derin Q Ağı (DQN) modelinden nihai 
sonuç alınmıştır ve bu şekilde topluluk öğrenme yapısı elde edilmiştir. Elde edilen sonuçlar, 
topluluk öğrenme yöntemi ile yapılan tahminlerin, aracıların bireysel tahminlerinden ve 
literatürdeki benzer çalışmalardaki yöntemlerden daha yüksek kar getirdiğini göstermektedir.   
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1. Introduction 
 

The finance industry aims to generate profit by optimally allocating available resources. Stock markets 
serve as significant trading hubs for individuals seeking opportunities to maximize profit levels. 
Investors engage in stock trading based on their perceptions of the market; however, this trading 
approach is often inefficient. This inefficiency arises because extracting meaning from market data 
typically involves time-series data that is noisy, influenced by external factors, and fraught with 
uncertainty. It has been noted that stock prices are affected by factors such as political events, 
corporate policies, exchange rates, and even the psychology of investors [1]. 
In the past few decades, various methods have been proposed for developing trading strategies in 
markets. Fundamental analysis [2], technical analysis [3], and algorithmic trading [4] are among these 
methods. In technical analysis, future predictions are made using historical data and past relationships 
between the data, while predictions in fundamental analysis rely on factors such as financial 
statements, economic conditions, and international relations. However, fundamental analysis cannot 
provide real-time or short-term predictions [5]. In a significant study in the literature, Eugene Fama 
stated that analyses such as technical or fundamental analysis would not yield above-average profits 
for investors [6]. Recently, the highest interest has been directed toward algorithmic trading. This is 
evident from the fact that it accounts for approximately 75% of the trading volume in U.S. stock markets 
[4]. 
Algorithmic trading, also known as quantitative trading, plays a crucial role within the financial 
technology industry, commonly referred to as FinTech. FinTech, a rapidly growing and evolving 
industry, has a very simple purpose: to bring innovation to financial activities and enhance them by 
leveraging technology extensively. In the coming years, the FinTech industry is expected to offer 
revolutionary solutions to various decision-making problems in the financial sector, including trading, 
investment, portfolio management, fraud detection, financial consulting, and risk management [7]. Such 
decision-making problems are extremely challenging to solve, as they often have a sequential structure 
and are highly stochastic. 
With significant advancements in the field of machine learning in recent years, complex tasks such as 
stock trading have become topics of interest within the domain of machine learning. This task 
fundamentally involves using machine learning models to replicate the decision-making process 
carried out by traders. The goal is to maximize profits from stock trading transactions based on the 
decisions made. In general, machine learning is proficient at identifying non-linear patterns in data. 
However, recent studies in the literature indicate that deep learning methods, due to their multi-
layered network structures, demonstrate better performance in extracting critical information from 
non-linear time-series data and are thus preferred for time-series forecasting. Research has shown that 
deep learning models can outperform market averages or achieve significantly high returns [8]. 
However, in addition to basic machine learning models, deep learning models such as feedforward 
neural networks (FFNN) and recurrent neural networks are inadequate when dealing with unstable 
time-series and long-term autoregression [9]. In the literature, reinforcement learning methods are 
commonly employed to provide efficient solutions to such problems. Reinforcement learning is a 
distinct subfield of machine learning, separate from supervised and unsupervised learning methods. It 
relies on a dynamic decision-making approach, where an agent interacts with unknown environments 
and learns from these interactions to make informed decisions [10]. 
In recent years, reinforcement learning (RL), whose areas of application have expanded, has become 
one of the algorithmic trading methods used for the challenging task of automated stock trading [11-
16]. Despite still being in the very early stages of development, Deep Reinforcement Learning (DRL) is 
noted to have the potential to rival professional traders in stock trading [17]. Beyond stock markets, 
DRL applications are also being employed in Continuous Intraday Markets (CID), which share 
similarities with stock exchanges [18]. 
The primary aim of this study is to propose a deep learning algorithm capable of competing with 
existing algorithmic trading strategies. The study utilizes the Deep Q-Learning method, a combination 
of deep learning and reinforcement learning techniques, specifically Q-Learning. In addition to the DQN 
model constructed using a classical artificial neural network to provide the final decision, the proposed 
framework includes two auxiliary DQN models built with CNN and LSTM architectures to generate 
supporting decisions. These three distinct DQN models are integrated using an ensemble learning 
approach to combine their results. 
The results obtained from the two different DQN models built using CNN and LSTM architectures are 
combined to form a state space. This state space is then used to train a unifying DQN model 
incorporating a classical artificial neural network. This approach aims to leverage the distinct strengths 
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of CNN and LSTM networks in extracting features from time-series data through the created ensemble 
learning structure. 
The main contributions of this research article are as follows: 

• A novel ensemble reinforcement learning model capable of achieving an optimal trading strategy 
has been proposed, based on the DQN algorithm. 

• With the proposed model, the reward amount and coverage ratio obtained from a single stock have 
been improved to a higher level compared to the individual results of DQN models utilizing LSTM and 
CNN networks. 

• A high-return Ensemble Learning approach for stock prices has been introduced, achieving high 
coverage ratios and more optimal Q values. 

 
2. Related Works 
 
Various machine learning techniques have been employed by researchers to address challenging 
problems in diverse domains, including, data classification[19], [20], [21], object recognition[22], [23], 
generative networks [24], and optimization [25], [26]. In the field of medical diagnosis, machine 
learning has demonstrated notable efficacy [27-32]. Apart from examples of such studies using 
machine learning, there are also studies in the literature that explain how machine learning works [33]. 
These studies highlight the versatility of machine learning. 
Building on these applications, reinforcement learning has gained significant attention for its ability to 
tackle sequential decision-making problems by learning optimal strategies through interaction and 
feedback. This capability has found increasing relevance in the financial sector, where decision-making 
under uncertainty and the optimization of long-term outcomes are critical. Applications such as 
portfolio management, algorithmic trading, credit risk assessment and stock trading have 
demonstrated how reinforcement learning can adapt to dynamic financial environments, refine 
investment strategies, and improve risk-adjusted returns, showcasing its transformative potential in 
the field. 
The studies focusing on stock price prediction based on reinforcement learning are generally 
categorized into methods involving Deep Q-Learning and Policy Gradient. Additionally, various deep 
learning and machine learning methods have been frequently utilized alongside these approaches to 
enhance the accuracy of the obtained results.  
In general, three types of RL techniques are used in models proposed for stock prediction. The first is 
value-based methods such as Q-Learning. In these methods, the agent estimates the value of every 
action that can be taken in each state and selects the action with the highest value, that is, the highest 
return [34], [35]. These methods are also called critic-only methods. Second, methods such as Policy 
Gradient, where the agent directly learns the policy function, are also called actor-only methods [36], 
[37]. Third and finally, there are methods called Actor-Critic, where the actor performs an action at 
each step, and the critic evaluates the quality of the action taken [38], [39], [40]. 
DQN has been used alongside various tools to predict stock markets. One of these tools is CNN 
networks, which are frequently used in image classification tasks[41]. A DQN model that takes images 
created from stock data as input and produces a vector containing the probabilities of actions that the 
agent can take as output was trained using data from the U.S. stock market and later tested with data 
from the markets of 31 different countries [42]. The results of this study indicate that the trained 
market data contain patterns suitable for predicting global stock price movements. Studies have been 
conducted on visualizing time series to convert financial data into images for algorithmic trading using 
CNN networks and to develop a trading strategy using these images [43]. In addition, TDQN, which is 
proposed as a reinforcement learning solution to the algorithmic trading problem aimed at 
determining the optimal buy-sell positions in stock markets, is also a DQN-based algorithm [7]. This 
algorithm provides benefits such as versatility and robustness compared to classical methods through 
its use of Double DQN, Huber loss , Xavier initialization, and other data preprocessing methods [44]. 
Unlike methods using a single agent, there are also studies that use multiple DQN agents and make 
decisions through an ensemble learning approach. In one study, final decisions were made using results 
obtained from an ensemble of multiple agents trained with varying numbers of training iterations, 
aiming to minimize issues such as overfitting, which can occur with machine learning classifiers [45]. 
In another study using DQN, transfer learning approaches were proposed to prevent overfitting caused 
by insufficient financial data [46]. There are also studies using the DQN method for trading in foreign 
exchange markets [47]. 
In a study where trading operations were performed using DDPG, an Actor-Critic-based algorithm, CNN 
architecture was employed in both the Actor and Critic networks [48]. In another study, three Actor-
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Critic-based algorithms such as Proximal Policy Optimization (PPO), Advantage Actor-Critic (A2C), and 
Deep Deterministic Policy Gradient (DDPG) were combined using the ensemble learning method. The 
goal of the ensemble learning method was to leverage the strongest aspects of each algorithm and 
achieve a more robust model against varying environmental conditions. The algorithms were tested on 
30 Dow Jones stocks, and it was observed that the proposed deep ensemble learning strategy achieved 
better results than the three base algorithms as well as the two benchmark methods, DJIA and 
minimum variance [49]. 
The A2C architecture was combined with an autoencoder called Stacked Sparse Denoising Autoencoder 
(SSDAE) to reduce the impact of external factors on stock data and the effect of noisy data on outcomes 
in the literature. The results showed that this model performed better than DJIA and state-of-the-art 
methods [49], [50]. Due to the time-series nature of stock data, recurrent neural network structures 
have also been used to extract informative financial features from the data. In one study, two different 
trading strategies were proposed using reinforcement learning methods alongside the Gated Recurrent 
Unit (GRU) module [51]. One of these was the Gated Deep Q-Learning (GDQN) trading strategy based 
on the DQN method, while the other was the Gated Deterministic Policy Gradient (GDPG) trading 
strategy based on the Policy Gradient method. 
In another study where financial time series were processed and future predictions were made using 
deep learning, LSTM was employed alongside wavelet transformations and autoencoders [52]. 
Additionally, recent studies have indicated that relatively older machine learning methods, such as 
Multi-Layer Perceptron (MLP), can outperform deep learning methods like GRU and CNN in extracting 
features from stock market data in certain cases [53]. Comparisons of the proposed model in this study 
with methods such as DDPG and GDQN in the literature revealed that the model used for feature 
extraction significantly impacts the performance of the deep reinforcement learning model. 
There are also studies utilizing Support Vector Machines (SVM), a machine learning method, for 
predicting stock returns [54]. In another study based on the Policy Gradient method, portfolio 
management for cryptocurrencies was presented [55]. Finally, some libraries have been developed for 
use in financial reinforcement learning studies, and several of these libraries have been made available 
as open-source tools [56]. 
Another study proposes a DRL-based trading system employing a cascaded LSTM-PPO model to better 
capture hidden information in daily stock data, achieving 5% to 52% performance improvements over 
baseline models in metrics like cumulative returns and profitability across major indices including DJI, 
SSE50, SENSEX, and FTSE100 [57]. 
In the literature, a modified actor-critic RL model integrating technical analysis metrics to address 
multidimensional noise and transaction costs has been shown to outperform pure RL and traditional 
benchmarks on the S&P500 dataset [58]. 
In another study, a Multi-Agent Double Deep Q-Network (MADDQN) framework employing distinct 
time-series feature extraction networks (TimesNet and a Multi-Scale CNN) has shown the ability to 
balance risk and revenue, achieve an average cumulative return of 23.08%, and generalize robustly 
across various U.S. stock indices [59]. 
When the literature is reviewed, it is observed that methods such as RNN-based LSTM and GRU, which 
are effective on time-series data, are frequently preferred for stock price prediction, while CNN 
networks are commonly used for feature extraction. Although there are studies that use CNN for 
feature extraction followed by LSTM for stock price prediction by employing these two models 
sequentially [60], no study has been found that takes separate predictions from CNN and LSTM 
networks and combines them using an ensemble learning method. While CNN makes predictions based 
on the visual patterns in the data, LSTM makes predictions based on historical data. Leveraging the 
strengths of these two different methods will improve prediction accuracy. In this study, two different 
DQN methods based on CNN and LSTM are combined using the ensemble learning method, aiming to 
achieve a high level of accuracy.  
 

3. Material and Methods 
 
The methods, tools, dataset, and evaluation metrics used for training are summarized in Figure 3.1. 
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Figure 3.1. Summary of the methods, data, tools, and evaluation metrics used in the study. 

 
3.1. Dataset 

 
This study utilizes data from the Standard & Poor's 500 (GSPC) index [61]. A 10-year portion, 
equivalent to 2,515 days, of the 11 years of data from this index was used for training, while one year 
of data was utilized for testing. The datasets were obtained from Yahoo Finance, a well-known financial 
data platform. These datasets include columns such as date, opening price, daily high and low prices, 
and closing prices. Among these, the closing prices for each day were used to determine the profit 
generated when a stock was sold compared to the closing price on the day it was purchased. 
To avoid misleading results in terms of accuracy due to training and testing the model on a single 
dataset, training and testing were conducted using two different datasets. The results and graphs 
related to these evaluations are discussed in detail in Chapter 4. 
 
3.2. Q-Learning and Deep Q-Learning 
 
Q-learning is a model-free RL approach based on learning the Q-value, which represents the quality of 
taking a specific action in a given state [62]. It enables learning to estimate the optimal value of an 
action to be taken in each encountered state for solving sequential decision-making problems. This 
value is defined as the expected total reward that can be obtained in the future by taking the action and 
then following the optimal policy. Under a specific policy 𝜋, the true value of action 𝑎 in state 𝑠 is defined 
as follows: 
 
𝑄𝜋(𝑠, 𝑎) ≡ 𝔼[𝑅1 + 𝛾𝑅2 + ⋯ |𝑆0 = 𝑠, 𝐴0 = 𝑎, 𝜋]                    (1) 

 
Here 𝛾 ∈ [0,1] is a discount factor used to adjust the importance of future rewards. In this case, the 𝑄∗ 
which is the optimal Q value is given by 𝑄∗(𝑠, 𝑎) = 𝑚𝑎𝑥𝜋𝑄𝜋(𝑠, 𝑎). The optimal values can be achieved 
by selecting the action with the highest value for each state, thereby obtaining the optimal policy. 
In the traditional Q-Learning method, the parameters are updated as follows using the reward 𝑅𝑡+1 
obtained from taking action 𝐴𝑡  in state 𝑆𝑡  and the new state 𝑆𝑡+1 : 
 

𝜃𝑡+1 = 𝜃𝑡 + 𝛼(𝑌𝑡
𝑄 − 𝑄(𝑆𝑡 , 𝐴𝑡; 𝜃𝑡))𝛻𝜃𝑡

𝑄(𝑆𝑡 , 𝐴𝑡 ; 𝜃𝑡)                 (2) 

 

In the equation above, 𝛼 represents the number of steps. 𝑌𝑡
𝑄 is defined as follows: 

 

𝑌𝑡
𝑄 ≡ 𝑅𝑡+1 + 𝛾𝑚𝑎𝑥𝑎𝑄(𝑆𝑡+1, 𝑎; 𝜃𝑡)                   (3) 

 
A Deep Q Network (DQN) refers to a multi-layer artificial neural network. By taking the state 𝑠 as input 
and using the parameters 𝜃, this neural network outputs a vector 𝑎 containing the action values. This 
network acts as a function from  ℝ𝑛 to ℝ𝑚, where 𝑛 represents the dimension of the state space, and 𝑚 
represents the number of actions in the action space [63]. Two key structures introduced with the DQN 
architecture are the target network and experience replay [35]. 
The parameters 𝜃− representing the target network are copied from the trained Online Network every 
𝜏 steps. The target used by the DQN architecture is as follows: 
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𝜃− = 𝜃 if 𝑡 mod 𝜏 = 0                                                                                               (4) 
 

 𝑌𝑡
𝐷𝑄𝑁 ≡ 𝑅𝑡+1 + 𝛾𝑚𝑎𝑥𝑎𝑄(𝑆𝑡+1, 𝑎; 𝜃𝑡

−)                   (5) 
 
For experience replay, a memory is created to store information observed during training, such as the 
state, action, reward, and subsequent state. When the specified memory capacity is reached, the oldest 
entry in the memory is removed to give place for new information. 
 
3.3. Proposed Architecture 
 
The proposed architecture for predicting stock market prices combines the DQN structure with the 
ensemble learning method. Instead of using a single agent to predict stock prices in a given state, two 
different DQN networks are used, one employing CNN networks for feature extraction and the other 
using LSTM networks. The results obtained from these networks are then combined using ensemble 
learning methods to produce the final action values. The structure of the proposed architecture is 
shown in Figure 3.2. 
 
 

 
Figure 3.2. Structure of proposed architecture. 

 

In this structure, time-series data is provided to the LSTM network in blocks, and the network makes 
predictions. The sliding window technique is used for the LSTM network, where 𝑁 previous data points 
are taken at each time step to make a prediction. 
 

 
Figure 3.3. Sliding window architecture in LSTM [64]. 

 
The CNN network consists of 2D convolutional blocks and takes an image as input. This image matrix 
is generated using a method we developed to convert time series into binary images. At each training 
step, fixed-size binary images are created using time-series blocks of 𝑁 data points. Regardless of the 
value range of the data in the block, the input size for the CNN network remains constant, and a low-
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resolution graphical representation is created from the data in the block. 
In this method, an 𝑁×𝑁 matrix is first created and initialized with white pixel values. Subsequently, the 
closing values in the block are sorted from smallest to largest, forming a new block. Finally, to generate 
the graphical image without altering the column order of the time-series data, the row for each column 
that should take a black pixel value is determined. This is done by checking the index of each time-
series value in the sorted block. In this way, for each time-series data block, a graphical image as shown 
in Figure 3.4 is obtained at each training step. These images are then used to train the DQN network 
with the CNN structure.  
 

 
Figure 3.4. The visualization of the prices corresponding to a randomly selected 10-day data block from the dataset is shown in 

(a), and the binary image provided as input to the CNN network for these prices is shown in (b). 

 
For the current state, the action vectors obtained from two different DQN networks are combined using 
an ensemble learning method to make the final decision on which action to take. In the ensemble 
learning method, the highest-value actions and their associated probability values from both networks 
are taken to create a new state space. The agent responsible for the final decision determines its action 
not based on the uncertain time-series data but on the results from the LSTM- and CNN-based DQN 
networks. 
This approach aims to enable the final decision-making agent to learn how much weight to give to the 
results from each network in various situations by considering the action values and probabilities 
derived from the CNN and LSTM networks. The goal is to leverage the strengths of both CNN and LSTM 
networks to make more accurate predictions for both rising and falling stock prices. The diagram of 
the DQN structures incorporating LSTM and CNN networks is shown in Figure 3.5. 
 

 
Figure 3.5. The diagram of the DQN structures incorporating LSTM and CNN networks. 

 
3.4. Evaluation Metrics and Training Parameters 
 
MSE (Mean Squared Error), CNN ve LSTM networks used as the loss function to determine how close 
the predicted values are to the actual values [65]. 
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𝑀𝑆𝐸 =  
1

𝑛
 ∑ (𝑦𝑖 − �̂�𝑖)2𝑛

𝑖=1                      (6) 

 
MSE (Mean Squared Error) is highly sensitive to outliers, and when the difference between the 
predicted value and the actual value is large, the loss becomes significantly high. While this is desirable 
in some cases, in DQN networks, a single training update can cause the network to change drastically, 
leading to significant changes in the target network as well. This can result in even greater errors. In 
contrast, MAE (Mean Absolute Error) penalizes large errors less, making it more suitable for training 
the final network that combines the two models. To train the agent more slowly and stably, Huber loss 
(H), which balances MSE and MAE losses, was used instead of MSE in the final network [7].  
 

𝐻(𝑥) =  {

1

2
𝑥2           𝑖𝑓 |𝑥| ≤ 1,

|𝑥| −
1

2
   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

                    (7) 

 
To measure the effectiveness of the entire proposed architecture on financial data, a metric called 
Coverage was used. [45]. The Coverage ratio indicates the proportion of days on which the trained 
agent performed trading (𝑋′)  to the total number of days in the market (|𝑋|).  The Coverage ratio and 
the reward functions used during training are specified below. 
 

 𝐶𝑂𝑉 =
𝑋′

|𝑋|
                      (8) 

 

𝐵(𝐼) = {
5, 𝐼 > 𝐷𝑡

−10, 𝐼 ≤ 𝐷𝑡
                                                                                                              (9) 

 

𝑅𝑒𝑛𝑠(𝑎1) = {

−1,                                                           𝑎1 = 0
 𝐵,                                                              𝑎1 = 1 

max(𝐷𝑡 − 𝑃 , (𝐷𝑡 − 𝑃) /10),            𝑎1 = 2
                                             (10)           

 

𝑅𝑏𝑎𝑠𝑒(𝑎2) = {
𝑅𝑒𝑛𝑠 ,                                  𝑎2 = 𝑎1

𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑙)𝑎1
,          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                            (11) 

 

𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑧)𝑖 =
𝑒𝑧𝑖

∑ 𝑒
𝑧𝑗𝐾

𝑗=1

                             (12) 

 
Here, the 𝑅𝑒𝑛𝑠  value indicates the amount of reward obtained by the ensemble agent from the 
environment. The 𝑎1 value represents the action of the ensemble agent. If this value is 0, the agent 
remains in a waiting state, and no buy or sell action is performed. However, to prevent prolonged 
waiting, a small penalty score, such as -1, is applied. If 𝑎1is 1, the agent is in a buying state. In this case, 
the 𝐼 parameter sent to the 𝐵 function represents the agent's current balance, and 𝐷𝑡 indicates the price 
of the stock to be purchased. If a stock is attempted to be bought despite insufficient funds, a penalty is 
applied; otherwise, the agent receives a certain reward. 
If 𝑎1 is 2, the agent is in a selling state. Here, 𝑃 represents the value of the stock at the time it was 
purchased. In the selling state, a reward or penalty is assigned based on the difference between the 
stock's value at the time of sale and its value at the time of purchase. 
The 𝑅𝑏𝑎𝑠𝑒  function represents the reward function for the CNN and LSTM agents that send their action 
values to the ensemble agent. The reward function is the same for both agents. Here, 𝑎2 represents the 
action value of the base agents. If the base agent and the ensemble agent select the same action, the 
reward or penalty is also applied to the base agent. If the base agent selects a different action from the 
ensemble agent, the normalized Q value of the action chosen from the action list 𝑙 is applied as a reward 
or penalty. All the parameters used during the training of the proposed model are presented in Table 
1. 

Table 1. Training parameters. 

Parameter Type Parametre Name Parametre Value     
Training Window Size (N) 10     
Training Episode Number 20     
Training Initial Balance 50.000     
Training Batch Size 32     
LSTM Agent State Size N     
CNN Agent State Size NxN     
Ensemble Agent State Size 4     
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Agents Action Size 3     
Agents Replay Memory Size 1000     
Agents Gamma 0.95     
Agents Epsilon Decay 0.9995     
Agents Tau 0.001     
Models Optimizer Adam     
Models Optimizer Learning Rate 0.001     
Models Output Activation Linear     
LSTM Model Loss Function MSE     
CNN Model Loss Function MSE     
Ensemble Model Loss Function Huber Loss     

 

4. Results and Discussion 
 
This section is presented and discussed the results of the training. After training the proposed model 
on 10 years of stock market data, testing and validation were performed on 1 year of data. In the graph 
in Figure 4.1, the x-axis represents the date, and the y-axis represents the stock price according to the 
dates. In the tests conducted on the GSPC 2011 data, the proposed model achieved a net profit of 
$2,258.27. The green points on the graph represent the points where the model made purchases, and 
the red points represent the points where the model made sales. 
  

 
Figure 4.1. The test graph of the proposed model on the GSPC 2011 data and the profit achieved. 

 
Figure 4.1 illustrates that the proposed model typically executes sell orders when stock prices are high 
and prioritizes buying when prices decline. While sales are generally made when the price is high, 
during sudden drops, the model quickly switches to the buying state and generates small profits. 
Additionally, in regions where prices are low and buying occurs, the market was tested before sudden 
drops and sales were made; however, when the decline continued, the model switched back to the 
buying state. In the final part of the graph, due to high uncertainty, sales were made near optimal points 
to generate profits. Outside of these selling points, since there was no stable pattern, the model 
preferred to remain in the waiting state. Figure 4.2 shows how much the proposed model contributes 
to stock price prediction compared to classical LSTM and CNN models. 
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Figure 4.2. The reward amount achieved by the ensemble agent compared to the CNN and LSTM agents. 

 
In the above figure, the reward amounts obtained by the agents using LSTM and CNN networks are 
compared with the reward amount achieved by the ensemble agent, which makes decisions using the 
Q values of these two methods. The obtained reward amounts were calculated based on the reward 
functions previously mentioned. The ensemble agent achieved a higher reward rate than the base 
agents by correctly evaluating the information received from the base agents and making buy-sell 
decisions at the right time. The higher reward amount of the ensemble agent compared to the base 
agents indicates that the proposed model helps make more accurate decisions by using the Q values of 
the base agents. Additionally, the Coverage ratios of the two base agents and the ensemble learning 
agent are shown in Figure 4.3. 
 

 
Figure 4.3. The Coverage ratios achieved by the ensemble agent compared to the CNN and LSTM agents (Higher is better). 

 
The Coverage ratio represents the proportion of days on which the trained stock agent performed 
trading compared to the total number of days. Therefore, the ensemble agent in the proposed model 
tends to perform more buy and sell actions compared to the base agents. The fact that trading is done 
instead of simply waiting in the market, and that it is performed at the right time to increase the net 
profit, indicates that the proposed model operates more actively and with higher accuracy compared 
to classical models. The proposed method achieved a Coverage ratio of 0.86. In Table 2, a comparison 
of the proposed model with other reinforcement learning-based stock trading studies in the literature 
is presented. 
The training was performed on a MacBook Air with an M1 processor and 8 GB of RAM, taking 204 
hours. Although training in Deep Reinforcement Learning applications is long and costly, obtaining 
results from the trained models is extremely cheap and fast. 
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Table 2. Comparison of the proposed model with other RL approaches 

Study Methodology Dataset Coverage 
Ratio 

Profit ($)     

Carta et al. [16] Ensemble RL S&P 500, JPM, MSFT 1.00 1265.50     
 
Chen & Gao [15] 
 

 
Deep Recurrent Q-Network 

 
SPY Test 

 
N/A 

 
338.8 

    

Proposed Model Ensemble RL with LSTM and 
CNN 

S&P 500 0.86 2,258.27     

 
Table 2 demonstrates that the proposed ensemble learning-based model achieves a significantly higher 
profit level compared to other reinforcement learning approaches in the literature. While some of the 
listed studies maintain a high coverage ratio by trading on all available days, the proposed model 
attains even greater net profit with a more selective trading strategy. This indicates that the model’s 
success does not merely stem from frequent trading, but rather from making timely and accurate buy-
sell decisions. Thus, by balancing the frequency of trades and profitability, the proposed model shows 
greater potential for more effective outcomes than traditional methods presented in previous research. 
 

5. Conclusion 
 
In the finance sector, trading based on stock market perceptions is much less efficient compared to 
algorithms that can extract meaning from data. Therefore, in recent decades, various analytical 
methods and decision-making mechanisms have been developed to assist investors in stock trading. 
Algorithmic trading has become an important solution for problems in the financial technology 
industry. Recent advancements in machine learning and deep learning methods have also begun to 
rapidly find their place in the field of algorithmic trading. 
In this study, a trading algorithm model has been developed using reinforcement learning, one of the 
latest trends in the field of deep learning. The results obtained with a multi-agent reinforcement 
learning method were combined using an ensemble learning approach. The ensemble learning method, 
also known as meta-learning, can be described as obtaining a single result by using the outcomes from 
several different models. In this study, agents with CNN and LSTM models were used as base learners. 
Information about the Q values obtained by these agents was sent to another agent, which made the 
final prediction. This decision-making agent has a DQN structure and is trained not with raw data but 
with the results derived from the data, enabling the implementation of the ensemble learning method.  
With the proposed structure, the reward amount and Coverage ratio obtained from a single stock have 
been improved to a higher level compared to the individual results of the agents using LSTM and CNN 
networks. The proposed model achieved a net profit of $2,258.27 after one year in the stock market. 
As demonstrated in Table 2, the ensemble learning-based model presented here not only surpasses 
previously reported methods in terms of net profit but also achieves this with a more judicious trading 
approach, thereby underscoring its potential as a robust and efficient tool for algorithmic trading. This 
shows that the proposed model can be an important tool to assist investors' decisions in the stock 
market. The proposed model is not only useful for stock price prediction but is also presented as a 
model that can be applied in any field that requires the prediction of uncertain time-series data. 
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